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Challenges for Modern ML
• Massive Data Scale 

• Gigantic Model Size 

• Inadequate ML library  

• ML algorithms iterative convergent



Iterative-Convergent ML Algorithm
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A Tale of Two Communities
Traditional Approach:  



A Tale of Two Communities
What they want:  



Iterative-Convergent ML Algorithm



Properties of ML Program

• Error tolerance  

• Dependency structure  

• Non-uniform convergence 

• Compact update



Properties of ML Program



Properties of ML Program



Properties of ML Program

• Error tolerance  

• Dependency structure  

• Non-uniform convergence 

• Compact update



Two Strategies of ML System

Data parallel & Model parallel



Data Parallelism 



Model Parallelism 



Data + Model Parallelism 

High-level illustration of simultaneous data and model parallelism in LDA top-ic modeling.



Four Principles of ML System

• How to Distribute the Computation? 

• How to Bridge Computation and Communication? 

• How to Communicate? 

• What to Communicate?



How to Distribute?
Structure Aware Parallelisation: 

• schedule(): a small number of parameter are 
prioritised, and dependency checks; 

• push(): perform update computation in 
parallel on worker machines 

• pull(): perform F computation



How to Distribute?
Slow-worker agnosticism: 

• A solution to straggler problem in ML 
program 

• Faster machine repeat their updates 
while waiting for the stragglers to 
catch up.



How to Distribute?
Theorem 1: SAP execution 

Theorem 2: SAP slow-worker agnosticism



How to Bridge?

Asynchronous parallel execution  Bulk synchronous parallel  



How to Bridge?

Stale Synchronous Parallel



How to Bridge?
Theorem 3: SSP data parallel 

Theorem 4: SSP model parallel



How to Communicate?
Communication management: 

• Continuous communication  

• Update Prioritisation  

• Parameter Storage and Communication 

Topologies



How to Communicate?

Master-Slave network topology



How to Communicate?

Peer-to-peer network topology



How to Communicate?

Halton Sequence network topology



What to Communicate?



What to Communicate?



What to Communicate?

Theorem to show convergent rate of SFB



What to Communicate?

Empirically SFB is more efficient than FMB.



Petuum

Architecture of Petuum



Summary 
• Machine Learning is different from 

traditional big data programming. 

• Data parallelism and mode parallelism.  

• Principles on distribution and 
communication.


